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Abstract. Termination analysis of polynomial programs plays a very important role in applications of safety critical software. In this paper, we investigate the termination problem of single-path polynomial loop programs (SPLPs) over the reals. For such a loop program, we first assume that the set characterized by its loop guards is closed, bounded and connected. And then, we give some conditions and prove that under such conditions, the termination of single-path loop programs is decidable over the reals.

1 Introduction

Termination analysis of loop programs is endowed with a great importance for software correctness. The popular method for termination analysis is based on the synthesis of ranking functions. Several methods have been presented in [1,4,5,6,7,11,12,13,14,15,17,22] on the synthesis of ranking functions. Also, the complexity of the linear ranking function problem for linear loops is discussed in [2,3,4,5].

For example, In 2001, Colón and Sipma [13] synthesized linear ranking functions (LRFs for short) to prove loop termination by the theory of polyhedra. For single-path linear loops, Podelski and Rybalcheko [22] first proposed a complete and efficient method for synthesizing LRFs based on linear programming when program variables range over the reals and rationals in 2004. Their method is dependent on Farkas’ lemma which provides a technique to extract hidden constraints from a system of linear inequalities. Bradley et al.[6,7] extended the work presented in [13] and showed how to synthesize lexicographic LRFs with linear supporting invariants over multi-path linear constraint loops in 2005. In [12], Chen et al. gave a technique to generate non-linear ranking functions for polynomial programs by solving semi-algebraic systems. Cook et al. [14] described an automatic method for finding sound under-approximations to weakest preconditions to termination.

In 2012, [11] characterized a method to generate proofs of universal termination for linear simple loops based on the synthesis of disjunctive ranking relations. Their method is a generalization of the method given in [22]. In [17], a method was proposed by Ganty and Genaim to partition the transition relations, which can be applied to conditional termination analysis. Bagnara et al. [1] analysed
termination of single-path linear constraint loops by the existence of eventual LRFs, where the eventual LRFs are linear functions that become ranking functions after a finite unrolling of the loop. In 2013, Cook et al. [15] presented a method for proving termination by Ramsey-based termination arguments instead of lexicographic termination arguments. For lasso programs, Heizmann et al. suggested a series of techniques to synthesize termination arguments in [18, 19, 20].

It is well known that the termination of loop programs is undecidable, even for the class of linear programs [25]. Existence of ranking function is only a sufficient (but not necessary) condition on the termination of a program. That is, it is easy to construct programs that terminate, but have no ranking functions. In contrast to the above methods for synthesizing ranking functions, [25, 9] tried to detect decidable subclasses. In [25], Tiwari proves that the termination of a class of single-path loops with linear guards and assignments is decidable, providing a decision procedure via constructive proofs. Braverman [9] generalized the work of Tiwari, and showed that termination of a simple class of linear loops over the integer is decidable. Xia et al. [26] gave the NZM (Non-Zero Minimum) condition under which the termination problem of loops with linear updates and nonlinear polynomial loop conditions is decidable over the reals. In addition, there are some other methods for determining termination problem of loop programs. For instance, in [8] Bradley et al. applied finite difference trees to prove termination of multipath loops with polynomial guards and assignments. In [21], Liu et al. analyzed the termination problems for multi-path polynomial programs with equational loop guards and established sufficient conditions for termination and nontermination.

In this paper, we focus on the termination of single-path polynomial loop programs having the following form

\[ P : \textbf{While } x \in \Omega \textbf{ do} \]

\[ \{x := F(x)\}\]  

\[ \textbf{endwhile} \]

(1)

where \( \Omega \) is a closed, bounded, and connected subset in \( \mathbb{R}^n \), defined by a set of polynomial equations and polynomial inequalities, and \( F(x) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a polynomial mapping, i.e., \( F(x) = (f_1(x), ..., f_n(x))^T \) and \( f_i(x) \) is a polynomial in \( x \), for \( i = 1, ..., n \). For convenience, we say that Program \( P \) is defined by \( \Omega \) and \( F(x) \), i.e., \( P \equiv P(\Omega, F(x)) \). We say that Program \( P \) is non-terminating over the reals, if there exists a point \( x^* \in \mathbb{R}^n \) such that \( F^k(x^*) \in \Omega \) for any \( k \geq 0 \). If such \( x^* \) does not exist, then we say Program \( P \) is terminating over the reals.

In contrast to the existing methods mentioned above, for Program \( P \), in this paper we give some conditions such that under such conditions the termination of \( P \) can be equivalently reduced to the computation of fixed points of \( F(x) \). That is, if such conditions are satisfied, then \( P \) is nonterminating if and only if \( F(x) \) has at least one fixed point in \( \Omega \). Otherwise, the termination of \( P \) remains unknown. In particular, Groebner basis technique is introduced, which sometimes can reduce a given polynomial mapping to another one with simpler
structure. This helps us to further analyze the termination of $P$, when $F(x)$ has complex structure. Since the computation of fixed points of $F$ can be equivalently reduced to semi-algebraic systems solving, in this paper, for convenience, we utilize the symbolic computation tool RegularChains [10] in Maple to solve such systems.

The rest of the paper is organized as follows. Section 2 introduces some basic notion and background information regarding ranking functions, semi-algebraic systems and Groebner basis. In Section 3, we give some proper conditions and prove that if such the conditions hold, then the termination of Program $P$ is decidable over the reals. Moreover, some examples are given to illustrate our methods. Section 4 concludes the paper.

2 Preliminaries

In this section, some basic notion on ranking functions, semi-algebraic systems and Groebner basis will be introduced first.

2.1 Semi-Algebraic Systems

Let $\mathbb{R}$ be the field of real numbers. A semi-algebraic system is a set of equations, inequations and inequalities given by polynomials. And the coefficients of those polynomials are all real numbers. Let $v = (v_1, ..., v_d)^T \in \mathbb{R}^d$, $x = (x_1, ..., x_n)^T \in \mathbb{R}^n$. Next, we give the definition of semi-algebraic systems (SASs for short).

**Definition 1. (Semi-algebraic systems)** A semi-algebraic system is a conjunctive polynomial formula of the following form

$$
\begin{cases}
p_1(v, x) = 0, & \ldots, p_r(v, x) = 0, \\
g_1(v, x) \geq 0, & \ldots, g_k(v, x) \geq 0, \\
g_{k+1}(v, x) > 0, & \ldots, g_t(v, x) > 0, \\
h_1(v, x) \neq 0, & \ldots, h_m(v, x) \neq 0,
\end{cases}
$$

where $r > 1$, $t \geq k \geq 0$, $m \geq 0$ and all $p_i$’s, $g_i$’s and $h_i$’s are polynomials in $\mathbb{R}[v, x] \setminus \mathbb{R}$. An semi-algebraic system is called parametric if $d \neq 0$, otherwise constant, where $d$ is the dimension of $v$.

The RegularChains library offers a set of tools for manipulating semi-algebraic systems. For instance, given a parametric SAS, RegularChains provides commands for getting necessary and sufficient conditions on the parameters under which the system has real solutions.

2.2 Ranking Functions

As a popular method for determining program termination, synthesis of ranking functions has received extensive attention in these years. We recall the definition of ranking functions, as follows.
Definition 2. (Ranking functions for single-path polynomial loop programs) Given a single-path polynomial loop program $P$, we say $\rho(x)$ is a ranking function for $P$, if the following formula is true over the reals,

$$\forall x, x', (x \in \Omega \land x' = F(x) \Rightarrow \rho(x) \geq 0 \land \rho(x) - \rho(x') \geq 1).$$ (3)

Note that the decrease by 1 in (3) can be replaced by any positive number $\delta$. It is well known that the existence of ranking functions for $P$ implies that Program $P$ is terminating. Formula (3) holds if and only if the following two Formulae hold,

$$\forall x, x', (x \in \Omega \land x' = F(x) \land \rho(x) \geq 0),$$ (4)

$$\forall x, x', (x \in \Omega \land x' = F(x) \land \rho(x) - \rho(x') \geq 1),$$ (5)

We now take an example to illustrate how to synthesize ranking functions by means of RegularChains.

Example 1. Consider the below single-path polynomial program.

$$P_1: \textbf{While } x^2 + y^2 \leq 1 \textbf{ do}$$
$$\{x := x + 4y + 3; y := 3y + 1\}$$
$$\textbf{endwhile}$$

First, predefine a ranking function template $\rho(x, y) = ax + by + c$. we next will utilize the tool RegularChains to find $a$, $b$ and $c$ such that $\rho(x, y)$ meets Formula (4) and (5). Invoking the following commands in RegularChains,

```plaintext
with(RegularChains);
with(SemiAlgebraicSetTools);
T1 := &\&E([x, y, x', y'], (x' = x + 4y + 3)&\&and(y' = 3y + 1)&\&and(x^2 + y^2 <= 1)
 &\&implies(ax + by \geq 0);
T2 := &\&E([x, y, x', y'], (x' = x + 4y + 3)&\&and(y' = 3y + 1)&\&and(x^2 + y^2 <= 1)
 &\&implies(a(x - x') + b(y - y') \geq 1);
```

we get

$$(b \neq 0 \land \sqrt{a^2 + b^2} \leq c) \lor (b = 0 \land a \leq 0 \land -a \leq c) \lor (b = 0 \land -< a \land a \leq c),$$

and

$$0 \leq b \land -b \leq a \land a \leq -\frac{3}{7} b.$$

Thus, taking $a = -1$, $b = 2$, $c = 5$, we obtain a linear ranking function $\rho(x, y) = -x + 2y + 5$. 
2.3 Polynomial Ideal and Groebner Basis

Let \( \alpha = (a_1, ..., a_n)^T \) and let \( x^\alpha = x_1^{a_1}x_2^{a_2} \cdots x_n^{a_n} \). Let \( f = \sum_\alpha c_\alpha x^\alpha \) be a polynomial in \( \mathbb{R}[x] \). We call \( c_\alpha \) the coefficient of the monomial \( x^\alpha \). The monomials \( x^\alpha \)'s in \( f \) can also be ordered in terms of monomial orderings, such as lexicographic order, graded lexicographic order and graded reverse lex order. We state here the following well-known results on Polynomial ideal and Groebner basis briefly.

**Definition 3.** Let \( \mathbb{R}[x] \) be a polynomial ring. A subset \( I \subset \mathbb{R}[x] \) is a polynomial ideal if it satisfies:

(i) \( 0 \in I \).

(ii) If \( f, g \in I \), then \( f + g \in I \).

(iii) If \( f \in I \) and \( h \in \mathbb{R}[x] \), then \( h \cdot f \in I \).

**Definition 4.** Let \( f_1, ..., f_s \) be polynomials in \( \mathbb{R}[x] \). Set

\[
\langle f_1, ..., f_s \rangle = \{ \sum_{i=1}^s h_i f_i : h_1, ..., h_s \in \mathbb{R}[x] \}.
\]

Then \( \langle f_1, ..., f_s \rangle \) is a polynomial ideal of \( \mathbb{R}[x] \). We call \( \langle f_1, ..., f_s \rangle \) the ideal generated by \( f_1, ..., f_s \).

**Definition 5.** Let \( k \) be a field, and let \( f_1, ..., f_s \) be polynomials in \( k[x] \). Then we set

\[
V(f_1, ..., f_s) = \{ (a_1, ..., a_n) \in k^n : f_i(a_1, ..., a_n) = 0 \text{ for all } 1 \leq i \leq s \}.
\]

We call \( V(f_1, ..., f_s) \) the affine variety defined by \( f_1, ..., f_s \).

**Definition 6.** Let \( V \subset k^n \) be an affine variety. Set

\[
I(V) = \{ f \in k[x] : f(a_1, ..., a_n) = 0 \text{ for all } (a_1, ..., a_n) \in V \}.
\]

Then \( I(V) \) is an ideal and we call it the ideal of \( V \).

**Definition 7.** Let \( I \) be an ideal. We will denote by \( V(I) \) the set

\[
V(I) = \{ (a_1, ..., a_n) \in k^n : f(a_1, ..., a_n) = 0 \text{ for all } f \in I \}.
\]

The following proposition follows from Hilbert’s Basis Theorem.

**Proposition 1.** With the above notion, \( V(I) \) is an affine variety. In particular, if \( I = \langle f_1, ..., f_s \rangle \), then \( V(I) = V(f_1, ..., f_s) \).

The above proposition shows that even though a nonzero ideal \( I \) always contains infinitely many different polynomials, the set \( V(I) \) can still be defined by a finite set of polynomial equations. In particular, if \( I_1 = I_2 \), then \( V(I_1) = V(I_2) \).
Definition 8. Fix a monomial order. A finite subset $G = \{g_1, ..., g_s\}$ of an ideal $I$ is said to be Groebner basis if

$$\langle \text{LT}(g_1), ..., \text{LT}(g_s) \rangle = \langle \text{LT}(I) \rangle,$$

where $\text{LT}(I)$ is the set of leading terms of elements of $I$, and $\langle \text{LT}(I) \rangle$ is the ideal generated by the elements of $\text{LT}(I)$.

It has been proven that every ideal $I$ other than $\{0\}$ has a Groebner basis, and any Groebner basis $G = \{g_1, ..., g_s\}$ for $I$ is a basis having good properties. That is, $I = \langle G \rangle$. For convenience, we call $G$ the affine Groebner basis of $I$, if $g_1$'s are all affine. The computation of Groebner Basis has been implemented in Maple.

For example, let $I = \langle f_1, f_2 \rangle = \langle 3xy - 1, x^2 + 5y - x \rangle$. Invoking the following command,

$$\text{Basis}([f_1, f_2], \text{plex}(x, y), \text{output} = \text{extended}),$$

we can get

$$[45y^3 - 3y + 1, 15y^2 + x - 1], [\langle -3xy + 3y - 1, 9y^2 \rangle, [1 - x, 3y]].$$

The first list is a Groebner basis of $I$, i.e., $G = [45y^3 - 3y + 1, 15y^2 + x - 1]$. If let

$$M_G = \begin{pmatrix} -3xy + 3y - 1, 9y^2 \\ 1 - x, 3y \end{pmatrix}, \quad H = (f_1, f_2),$$

then we have $G = M_G \cdot H$. Since $I = \langle G \rangle$, every element of $I$ can also be expressed by elements of $G$. For the example, invoking the commands in Maple,

- NormalForm(f1, G, plex(x, y), 'Q1')
- NormalForm(f2, G, plex(x, y), 'Q2'),

we obtain that $Q_1 = [-1, 3y], Q_2 = [5y, -15y^2 + x]$. And let

$$M_H = \begin{pmatrix} -1, 3y \\ 5y, -15y^2 + x \end{pmatrix}.$$

It is easy to check that $H = M_H \cdot G$.

3 Termination Analysis for SPLPs

In the section, we will give some conditions under which Program $P$ as defined in (1) is nonterminating if and only if $F(x)$ has fixed points in $\Omega$. We first give the following lemma, which enables us to build necessary and sufficient criteria for termination of several kinds of SPLPs.

Lemma 1. Let $\Omega$ and $F$ be defined as in (1). Let $P \triangleq P(\Omega, F(x))$. If Program $P$ is non-terminating over the reals, then for any continuous function $T(x)$, we have

$$\Theta \cap \Omega \neq \emptyset,$$

where $\Theta = \{x \in \mathbb{R}^n : T(x) = T(F(x))\}$.
Proof. The proof is simple. Assume that there exists a continuous function $T(x)$, such that $\Theta \cap \Omega = \emptyset$. There are two cases to consider.

(a) $\forall x \in \Omega, T(x) - T(F(x)) > 0$.
(b) $\forall x \in \Omega, T(x) - T(F(x)) < 0$.

Consider Case (a). Since $\Omega$ is a closed, bounded and connected set, and $T - T \circ F$ is continuous, it immediately follows that

$$\forall x \in \Omega, (T(x) - T(F(x))) \geq \delta_1 > 0 \land T(x) \geq c_1,$$

for a certain positive number $\delta_1$ and a certain constant $c_1$, by properties of continuous functions. It is not difficult to see that $\frac{1}{\delta_1}(T(x) - c_1)$ is a ranking function for $P$, which implies that Program $P$ is terminating. This contradicts the hypothesis that Program $P$ is non-terminating. Similar analysis can also be applicable to Case (b). We just need to notice that if Case (b) occurs, then there must exist a certain positive number $\delta_2$ and a certain constant $c_2$, such that

$$\forall x \in \Omega, (T(x) - c_2) \geq \delta_2 > 0 \land -T(x) \geq c_2).$$

Hence, $\frac{1}{\delta_2}(-T(x) - c_2)$ is a ranking function for $P$. The proof of the lemma is completed. □

Following Lemma 1, we can get the below simple result.

**Corollary 1.** Let $\Omega$ and $F$ be defined as in (1). Give a Program $P \triangleq P(\Omega, F(x))$. If there exists a continuous function $T(x)$, such that $\{x \in \mathbb{R}^n : T(x) = T(F(x))\} \cap \Omega = \emptyset$, then Program $P$ is terminating.

It is not difficult to see that Corollary 1 presents a sufficient (but not necessary) criteria for Program $P$ specified by $\Omega, F(x)$ to be terminating. In the following, we will establish necessary and sufficient condition under which the termination problem of Program $P$ can be equivalently reduced to the problem of existence of fixed points of $F(x)$. To do this, we first introduce several useful lemmas as follows.

**Lemma 2.** (separating hyperplane theorem [24]) Let $C$ and $D$ be two convex sets of $\mathbb{R}^n$, which do not intersect, i.e., $C \cap D = \emptyset$. Then there exist $a \neq 0$ and $b$ such that $a^T x \leq b$ for all $x \in C$ and $a^T x \geq b$ for all $x \in D$.

Lemma 2 tells us that if $C$ and $D$ are two disjoint nonempty convex subsets, then there exists the affine function $a^T x - b$ that is nonpositive on $C$ and non-negative on $D$. The hyperplane $\{x : a^T x = b\}$ is called a separating hyperplane for $C$ and $D$. Also, we say that the affine function $a^T x - b$ strictly separates $C$ and $D$ as defined above, if $a^T x < b$ for all $x \in C$ and $a^T x > b$ for all $x \in D$. This is called strict separation of $C$ and $D$. In general, disjoint convex sets need not be strictly separated by a hyperplane. However, the following lemma tells us that in the special case when $C$ is a closed convex set and $D$ is a single-point set, there indeed exists a hyperplane that strictly separates $C$ and $D$. 

Lemma 3. (Strict separation of a point and a closed convex set [24]) Let $\mathcal{C}$ be a closed convex set and $x_0 \notin \mathcal{C}$. Then there exists a hyperplane that strictly separates $x_0$ from $\mathcal{C}$.

Lemma 4. ([16]) Let $S \subseteq \mathbb{R}^n$ be a closed, bounded and connected set and let $\mathcal{H}$ be a polynomial mapping. Then, the image $\mathcal{H}(S)$ of $S$ under the polynomial mapping $\mathcal{H}$ is still closed, bounded and connected.

Given a polynomial mapping $F(x) \in (\mathbb{R}[x])^m$ and a vector $\alpha \in \mathbb{Z}_+^m$. Let $F(x)^\alpha = f_1^{\alpha_1} f_2^{\alpha_2} \cdots f_n^{\alpha_n}$. Let $\mathcal{M}(x)$ be a vector of some monomials in $x$. Let $m$ be the number of elements in $\mathcal{M}$. Let

$$\mathcal{H}(x) = \mathcal{M}(x) - \mathcal{M}(F(x)).$$

Clearly, $\mathcal{H}(x)$ can be regarded as a polynomial mapping from $k^n$ to $k^m$, where $k \in \{\mathbb{R}, \mathbb{C}\}$. For example, set $x = (x_1, x_2)$, $F(x) = (5x_1^2, x_1 - x_2 + 1)^T$ and $\mathcal{M}(x) = (x_1, x_1 x_2)^T$. Then,

$$\mathcal{H}(x) = (x_1 - 5x_1^2, x_1 x_2 - 5x_1^2(x_1 - x_2 + 1))^T$$

is a polynomial mapping from $k^2$ to $k^2$. In addition, for a given set $\Omega$, define

$$\mathcal{H}(\Omega) = \{\mathcal{H}(x) : x \in \Omega\} \subseteq \mathbb{R}^m.$$

Let $U(x) = (u_1(x), ..., u_s(x))^T$ be a polynomial mapping. For convenience, we also use the same notation $U(x)$ to denote a set of polynomials consisting of all the elements in polynomial mapping $U(x)$. Define

$$V_\mathbb{R}(U(x)) = \{x \in \mathbb{R}^n : U(x) = 0\}$$

$$V_\mathbb{C}(U(x)) = \{x \in \mathbb{C}^n : U(x) = 0\}$$

to be the real algebraic variety and the complex algebraic variety defined by $U(x) = 0$, respectively.

Theorem 1. Let $\Omega$ and $F$ be defined as in (1). Given a Program $P \triangleq P(\Omega, F(x))$. Let $\mathcal{M}(x)$ be a vector consisting of $m$ monomials in $\mathbb{R}[x]$. Define $\mathcal{H}(x) = \mathcal{M}(x) - \mathcal{M}(F(x))$. If the following conditions are satisfied,

(a) $V_\mathbb{R}(\mathcal{H}(x)) = V_\mathbb{R}(F(x) - x)$,

(b) $\mathcal{H}(\Omega)$ is a convex set,

then, Program $P$ is non-terminating over the reals if and only if $F(x)$ has at least one fixed point in $\Omega$.

Proof. If $F(x)$ has one fixed point in $\Omega$, then Program $P$ does not terminate on its fixed point. Next, we will claim that if $F(x)$ has no fixed points in $\Omega$, then Program $P$ terminates. Since $F(x)$ has no fixed points in $\Omega$, we know that $V_\mathbb{R}(F(x) - x) \cap \Omega = \emptyset$. It immediately follows that $V_\mathbb{R}(\mathcal{H}(x)) \cap \Omega = \emptyset$, since $V_\mathbb{R}(\mathcal{H}(x)) = V_\mathbb{R}(F(x) - x)$. Therefore, for any $x \in \Omega$, $\mathcal{H}(x) \neq 0$. This implies that $0 \notin \mathcal{H}(\Omega)$, where $0 \in \mathbb{R}^m$, $\Omega \subseteq \mathbb{R}^n$ and

$$\mathcal{H}(\Omega) = \{\mathcal{H}(x) : x \in \Omega\} \subseteq \mathbb{R}^m.$$
Let \( \mathbf{u} = \mathcal{H}(\mathbf{x}) \). Since \( \mathcal{H} : \mathbb{R}^n \to \mathbb{R}^m \) is a polynomial mapping and \( \Omega \) is closed, bounded and connected, by Lemma 2, we know \( \mathcal{H}(\Omega) \) is a closed, bounded and connected set. Also, by the hypothesis (b), we know that \( \mathcal{H}(\Omega) \) is a convex set. Thus, \( \mathcal{H}(\Omega) \) is a closed convex set. By Lemma 3, we know that in the space \( \mathbb{R}^m \), there must exist a hyperplane \( \mathbf{a}^T \cdot \mathbf{u} = \mathbf{b} \), which can strictly separate \( \mathbf{0} \) from \( \mathcal{H}(\Omega) \). That is to say, for any \( \mathbf{u} \in \mathcal{H}(\Omega) \), \( \mathbf{a}^T \cdot \mathbf{u} \neq \mathbf{b} \). Furthermore, since \( \mathbf{0} \in \mathbb{R}^m \) is strictly separated from \( \mathcal{H}(\Omega) \subseteq \mathbb{R}^m \) by the hyperplane \( \mathbf{a}^T \cdot \mathbf{u} = \mathbf{b} \), it follows that the hyperplane \( \mathbf{a}^T \cdot \mathbf{u} = \mathbf{0} \) must be disjoint from \( \mathcal{H}(\Omega) \), which passes through the origin \( \mathbf{0} \) and parallels to the hyperplane \( \mathbf{a}^T \cdot \mathbf{u} = \mathbf{b} \). Therefore, since the hyperplane \( \mathbf{a}^T \cdot \mathbf{u} = \mathbf{0} \) is disjoint from \( \mathcal{H}(\Omega) \), we get that for any \( \mathbf{u} \in \mathcal{H}(\Omega) \), \( \mathbf{a}^T \cdot \mathbf{u} \neq \mathbf{0} \). This immediately implies that for any \( \mathbf{x} \in \Omega \), we have \( \mathbf{a}^T \cdot \mathcal{H}(\mathbf{x}) \neq \mathbf{0} \), since \( \mathbf{u} = \mathcal{H}(\mathbf{x}) \). Thus, for any \( \mathbf{x} \in \Omega \), \( \mathbf{a}^T \cdot (\mathcal{M}(\mathbf{x}) - \mathcal{M}(\mathcal{F}(\mathbf{x}))) \neq \mathbf{0} \). Let \( T(x) = \mathbf{a}^T \cdot \mathcal{M}(\mathbf{x}) \). By Corollary 1, Program \( P \) must terminate, since \( \{ \mathbf{x} \in \mathbb{R}^n : T(x) = T(\mathcal{F}(\mathbf{x})) \} \cap \Omega = \emptyset \). This completes the proof of the theorem.

\[ \square \]

**Remark 1.** Let \( S_\mathcal{H} = \{ \mathbf{a} : \mathbf{a}^T \mathcal{H}(\mathbf{x}) \neq \mathbf{0}, \text{ for all } \mathbf{x} \in \Omega \} \). By the proof of Theorem 1, we know that if the conditions (a) and (b) in the theorem are satisfied, then \( \mathcal{F} \) has no fixed points in \( \Omega \) implies that \( S_\mathcal{H} \neq \emptyset \).

**Example 2.** Consider the termination of the below program.

\[
P_2: \quad \text{While } 4 \leq x \leq 5 \land 1 \leq y \leq 2 \text{ do} \\
\quad \{ x := x; y := -xy + y^2 + 1 \} \\
\text{endwhile}
\]

Let \( \Omega = \{(x, y) \in \mathbb{R}^2 : 4 \leq x \leq 5 \land 1 \leq y \leq 2 \}, f_1(x, y) = x \text{ and } f_2(x, y) = y^2 - xy + 1 \}. \) Let \( \mathcal{M}(\mathbf{x}) = (x, y, xy)^T \). Thus,

\[
\mathcal{H}(\mathbf{x}) = \mathcal{M}(\mathbf{x}) - \mathcal{M}(\mathcal{F}(\mathbf{x})) = (x - f_1, y - f_2, xy - f_1 f_2)^T.
\]

Invoking the commands in RegularChains below,

/* to define the region \( \Omega \) 
\( c_1 := x \geq 4; c_2 := x \leq 5; c_3 := y \geq 1; c_4 := y \leq 2; 
// to describe the formula \forall x \forall y((x, y) \in V_\mathbb{R}(\mathcal{H}(x, y)) \Rightarrow V_\mathbb{R}(\mathcal{F}(x) - x)) 
q_1 := \&A([x, y]), ((x - f_1 = 0) & \text{and} (y - f_2 = 0))&\text{and}(xy - f_1 f_2 = 0)) 
&\text{implies}((x - f_1 = 0) & \text{and} (y - f_2 = 0)); 
// to describe the formula \forall x \forall y(V_\mathbb{R}(\mathcal{F}(x) - x) \Rightarrow (x, y) \in V_\mathbb{R}(\mathcal{H}(x, y))) 
q_2 := \&A([x, y]), ((x - f_1 = 0) & \text{and} (y - f_2 = 0))&\text{implies}((x - f_1 = 0) 
&\text{and}(y - f_2 = 0))&\text{and}(xy - f_1 f_2 = 0)); 
// to check if Formula \( q_1 \) is true 
QuantifierElimination(q_1, output = rootof); 
// to check if Formula \( q_2 \) is true 
QuantifierElimination(q_2, output = rootof);
we find that the conditions (a) in Theorem 1 is satisfied. Furthermore, invoking the commands as follows,

\[ p_1 := \&E([x, y]), (x \neq f_1 = u_1) \& and(y \neq f_2 = u_2) \& and(xy \neq f_1f_2 = u_3) \& and(c_1) \& and(c_2) \& and(c_3) \& and(c_4); \]

// to compute \( \mathcal{H}(\Omega) \) by eliminating the quantified variables \( x \) and \( y \) from \( p_1 \)

QuantifierElimination\((p_1, output = \text{rootof});\)

we obtain that

\[ u_1 = 0 \land u_3 = 0 \land 3 \leq u_2 \leq 7, \]

which defines \( \mathcal{H}(\Omega) \). That is, \( \mathcal{H}(\Omega) = \{\mathbf{u} = (u_1, u_2, u_3) \in \mathbb{R}^3 : u_1 = 0 \land u_3 = 0 \land 3 \leq u_2 \leq 7\} \). Clearly, \( \mathcal{H}(\Omega) \) is convex. Thus, the condition (b) is satisfied. Therefore, by Theorem 1, Program \( P_2 \) is terminating, since \( F(\mathbf{x}) \) has no fixed points in \( \Omega \).

**Corollary 2.** Let \( \Omega \) and \( F \) be defined as in (1). Given a Program \( P \triangleq P(\Omega, F(\mathbf{x})) \). Let \( \mathcal{M}(\mathbf{x}) \) be a vector consisting of some monomials in \( \mathbf{x} \). Let \( \mathcal{H}(\mathbf{x}) = \mathcal{M}(\mathbf{x}) - \mathcal{M}(F(\mathbf{x})) \). If

1. \( V_\mathbb{R}(\mathcal{H}(\mathbf{x})) = V_\mathbb{R}(F(\mathbf{x}) - \mathbf{x}) \),
2. \( \Omega \) is a convex set and \( \mathcal{H}(\mathbf{x}) \) is a convexity preserving mapping,

then, Program \( P \) is non-terminating over the reals if and only if \( F(\mathbf{x}) \) has at least one fixed point in \( \Omega \).

**Proof.** The proof is simple. We just need to notice that if condition (b) holds, then we have that \( \mathcal{H}(\Omega) \) is a convex set. By Theorem 1, Program \( P \) is non-terminating if and only if \( F(\mathbf{x}) \) has at least one fixed point in \( \Omega \). \( \square \)

**Corollary 3.** Let \( \Omega \) and \( F \) be defined as in (1). Given a Program \( P \triangleq P(\Omega, F(\mathbf{x})) \). If \( \Omega \) is convex and \( F(\mathbf{x}) \) is an affine mapping, then, Program \( P \) is non-terminating over the reals if and only if \( F(\mathbf{x}) \) has at least one fixed point in \( \Omega \).

**Proof.** Let \( \mathcal{M}(\mathbf{x}) = (x, y)^T = \mathbf{x} \). Then \( \mathcal{H}(\mathbf{x}) = \mathcal{M}(\mathbf{x}) - \mathcal{M}(F(\mathbf{x})) = \mathbf{x} - F(\mathbf{x}) \). Clearly, \( V_\mathbb{R}(\mathcal{H}(\mathbf{x})) = V_\mathbb{R}(F(\mathbf{x}) - \mathbf{x}) \). Besides, since both \( \mathcal{M}(\mathbf{x}) \) and \( F(\mathbf{x}) \) are affine, \( \mathcal{H}(\mathbf{x}) \) is an affine mapping. Therefore, \( \mathcal{H}(\Omega) \) is convex, since any affine mapping is a convexity preserving mapping and \( \Omega \) is convex. By Theorem 1 or Corollary 2, Program \( P \) is non-terminating over the reals if and only if \( F(\mathbf{x}) \) has at least one fixed point in \( \Omega \). \( \square \)

Define

\[
\hat{F}(\mathbf{x}) = \begin{pmatrix}
  f_1(x_1) \\
  f_2(x_2) \\
  \vdots \\
  f_i(x_i) \\
  \vdots \\
  f_n(x_n)
\end{pmatrix}, \quad \hat{\Omega} = \{\mathbf{x} \in \mathbb{R}^n : a_i \leq x_i \leq b_i, \text{ for all } i = 1, \ldots, n\} \]
where $f_i$'s are all polynomials, and $\hat{\mathcal{O}}$ is a set defined by box constraints.

**Corollary 4.** With the above notion. Given a Program $P$ specified by the above $\hat{\mathcal{O}}$ and $F(x)$. Then Program $P$ is non-terminating over the reals if and only if $\hat{F}(x)$ has at least one fixed point in $\Omega$.

**Proof.** Take $M(x) = x = (x_1, \ldots, x_n)^T$. Then, $H(x) = x - F(x)$. Clearly, $\forall_R(H(x)) = \forall_R(x - F(x))$. Let $I_i = [a_i, b_i]$ be an interval. Since $f_i(x_i)$ is a polynomial in $x_i$ and $I_i$ is an interval, $f_i(I_i)$ is still an interval. Set $I^o = f_i(I_i)$. Then, $I^o_1 \times I^o_2 \times \cdots \times I^o_n$ is a hyperrectangle, which clearly defines $H(\hat{\mathcal{O}})$. That is, $H(\hat{\mathcal{O}}) = I^o_1 \times I^o_2 \times \cdots \times I^o_n$. It is very easy to see that $H(\hat{\mathcal{O}})$ is convex. Therefore, by Theorem 1, Program $P$ is non-terminating over the reals if and only if $\hat{F}(x)$ has at least one fixed point in $\Omega$. \hfill $\Box$

In general, for given a closed, bounded, and connected set $\Omega$, $H(\Omega)$ is not necessarily a convex set. However, this requirement can be relaxed, when the number of program variables in Program $P$ is 2.

**Theorem 2.** Let $x = (x_1, x_2)^T$. Given a Program $P$ specified by a closed, bounded and connected set $\Omega \subseteq \mathbb{R}^2$ and a polynomial mapping $F(x)$. Let $M(x) = (x^\alpha_1, x^\alpha_2)^T$, where $\alpha_1, \alpha_2 \in \mathbb{Z}_{\geq 0}$. Let $H(x) = M(x) - M(F(x))$. If the following conditions are satisfied,

(a) $\forall_R(H(x)) = \forall_R(x - F(x))$,

(b) For any two points $x, y \in \Omega$, and any $\lambda > 0$,

$$H(x) \neq -\lambda \cdot H(y),$$

then, Program $P$ is non-terminating if and only if $F(x)$ has at least one fixed point in $\Omega$.

**Proof.** Let $u = H(x)$. Sufficiency is clear, as the existence of fixed points in $\Omega$ of $F(x)$ implies that Program $P$ does not terminate on such a fixed point. To see necessity, suppose that $F(x)$ has no fixed points in $\Omega$. Therefore, for any $x \in \Omega$, $x - F(x) \neq 0$. That is, $\forall_R(x - F(x)) \cap \Omega = \emptyset$. It directly follows that $\forall_R(H(x)) \cap \Omega = \emptyset$ by the hypothesis (a). Therefore, $0 \notin H(\Omega)$. For any $H(x), H(y) \in H(\Omega)$, by the angle formula of two vectors, we define the angle of $H(x), H(y)$ as

$$\theta = \cos^{-1} \left( \frac{H(x) H(y)}{||H(x)|| ||H(y)||} \right).$$

Clearly, $\theta \geq 0$. Let $g(x, y) = \frac{H(x) H(y)}{||H(x)|| ||H(y)||}$. Since $0 \notin H(\Omega)$, $g$ is continuous on $\Omega \times \Omega$. And $\cos^{-1}$ is also continuous on $[-1, 1]$. Hence, the composition $\cos^{-1} \circ g$ of $\cos^{-1}$ and $g$ is continuous on $\Omega \times \Omega$. Since $\Omega$ is compact implies $\Omega \times \Omega$ is compact, continuous function $\cos^{-1} \circ g$ has a maximum on $\Omega \times \Omega$, i.e., there exists $\theta^*$ such that for any $(x, y) \in \Omega \times \Omega$, we have $\theta \leq \theta^*$. Moreover, by the hypothesis that $H(x) \neq -\lambda \cdot H(y)$ for any $x, y \in \Omega$ and any $\lambda > 0$, we get that the angle $\theta$ of any two vectors $H(x), H(y) \in H(\Omega)$ cannot be $\pi$, i.e., $\theta \neq \pi$. 
We next further show that \( \theta^* \) cannot be greater than \( \pi \). Suppose that \( \theta^* > \pi \). Then, since \( 0 \leq \theta \leq \theta^* \) and \( \cos^{-1} \circ g \) is a continuous function on \( \Omega \times \Omega \), by properties of continuous function, there must exist \((\hat{x}, \hat{y}) \in \Omega \times \Omega\) such that \( \theta = \cos^{-1}(g(\hat{x}, \hat{y})) = \pi \). This clearly contradicts that \( \theta \neq \pi \). Therefore, we have \( \theta^* < \pi \). Because \( \theta^* < \pi \), there exists a closed convex sector with vertex \( 0 \), whose angle is less than \( \pi \), containing the set \( \mathcal{H}(\Omega) \). Since the vertex \( 0 \) of this sector is not included in \( \mathcal{H}(\Omega) \), i.e., \( 0 \notin \mathcal{H}(\Omega) \), there must exist a hyperplane \( a^T \cdot u = a^T \cdot \mathcal{H}(x) = 0 \) that intersects the sector only at the origin \( 0 \). Therefore, for any \( \mathcal{H}(x) \in \mathcal{H}(\Omega) \), \( a^T \cdot \mathcal{H}(x) \neq 0 \). It immediately follows by the definition of \( \mathcal{H}(\Omega) \) that for any \( x \in \Omega \), \( a^T \cdot \mathcal{H}(x) \neq 0 \). Let \( T(x) = a^T \cdot \mathcal{M}(x) \). By the above arguments, we get that \( \left\{ x \in \mathbb{R}^2 : T(x) = T(F(x)) \right\} \cap \Omega = \emptyset \). By Corollary 1, Program \( P \) is terminating over the reals. This completes the proof of the theorem.

Next, we will introduce Groebner basis to analyze the termination of Program \( P \). And the computations involved with Groebner basis and ideal will be done over \( C \). Given Program \( P \triangleq P(F, \Omega) \) as defined in (1). Let \( \mathcal{M}(x) = (x^{a_1}, x^{a_2}, ..., x^{a_s})^T \). Let \( \mathcal{H}(x) = \mathcal{M}(x) - \mathcal{M}(F(x)) = (h_1, ..., h_s)^T \) and let \( G(x) = (g_1, ..., g_v)^T \) be a Groebner basis for \( \langle \mathcal{H}(x) \rangle \). By the properties of Groebner basis, we have

\[
\langle G(x) \rangle = \langle \mathcal{H}(x) \rangle \quad \text{and} \quad M(x) \cdot G(x) = \mathcal{H}(x),
\]

for a certain polynomial matrix \( M(x) \in (\mathbb{R}[x])^{s \times v} \). For convenience, the notation \( G(x) \) is also used to denote a polynomial mapping from \( k^n \) to \( k^v \). Define

\[
S = \{ v \in \mathbb{R}^v : v^T \cdot G(x) \neq 0, \text{ for all } x \in \Omega \}.
\]

Especially, if \( G(x) \) is an affine Groebner basis and \( \Omega \) is a bounded, closed convex polytope with finitely many vertices, i.e., \( G(x) = Ax + c \), \( \Omega = \{ x \in \mathbb{R}^n : Bx \geq b \} \) and for all \( x \in \Omega \) there exists a positive number \( \delta \) such that \( |x| \leq \delta \), then it can be shown that \( S = \bigcup_{i=1}^t S_i \), where \( S_i \) is a convex polytope specified by semi-algebraic system \( S_i = \{ v \in \mathbb{R}^v : D_i v \geq 0 \land c_i^T v > 0 \} \), for \( i = 1, ..., t \). Let \( \triangleright = (\triangleright \land \triangleright)^T \). \( S_i \) can be rewritten as

\[
S_i = \{ v \in \mathbb{R}^v : \bar{D}_i v \triangleright 0 \},
\]

where \( \bar{D}_i = \left( \begin{array}{c} D_i \\ c_i \end{array} \right) \).

**Theorem 3.** With the above notion. Let \( \Omega \subseteq \mathbb{R}^n \) be a bounded, closed and convex polytope with finitely many vertices \( x_1, ..., x_m \). Let \( S \) be defined as above. If \( G(x) \) is an affine mapping, i.e., \( G(x) = Ax + c \) for some constant matrix \( A \) and some constant vector \( c \), then, there exist \( S_1, ..., S_t \), such that \( S = \bigcup_{i=1}^t S_i \).

**Proof.** By hypothesis, since \( \Omega \) is a convex set, \( \Omega \) is also a connected set. Hence, since \( v^T G(x) \) is a continuous function on the bounded, closed and connected set \( \Omega \), by the properties of continuous functions, to check if \( \forall x \in \Omega \Rightarrow v^T \cdot G(x) \neq 0 \) is equivalent to check if
\((1) \ \forall x \in \Omega, v^T \cdot G(x) > 0, \text{ or,} \)
\((2) \ \forall x \in \Omega, v^T \cdot G(x) < 0.\)

Denote by \(T_{(1)}\) and \(T_{(2)}\) the sets of the vectors \(v\)’s satisfying the above (1) and (2), respectively. Clearly, \(S = T_{(1)} \cup T_{(2)}\). We next show that \(T_{(1)} = \cup_{i=1}^{\mu} S_i\).

And similar analysis can be applied to \(T_{(2)}\). Consider Formula (1). Since \(\Omega\) is a bounded, closed and convex polytope with finitely many vertices \(x_1, \ldots, x_{\mu}\), every point \(x \in \Omega\) is a convex combination of the vertices, i.e., \(x = \lambda_1 x_1 + \lambda_2 x_2 + \cdots + \lambda_{\mu} x_{\mu}\) where \(\sum_{i=1}^{\mu} \lambda_i = 1\) and \(\lambda_i \geq 0, \ i = 1, \ldots, \mu\). Therefore, we have
\(\forall x \in \Omega \Rightarrow v^T \cdot G(x) > 0\)

is equivalent to
\(\forall \bar{\lambda}. (\land_{i=1}^{\mu} \lambda_i \geq 0 \land \sum_{i=1}^{\mu} \lambda_i = 1 \Rightarrow v^T \cdot (A(\sum_{i=1}^{\mu} \lambda_i x_i) + c) > 0) \quad (10)\)

where \(\bar{\lambda} = (\lambda_1, \ldots, \lambda_{\mu})\) and \(v\) is regarded as parameter. Hence, eliminating the quantifiers \(\lambda_i\)’s from (10), we get the desired \(T_{(1)}\) that is a set of constraints only on \(v\). Let \(\text{Obj}(\bar{\lambda}) = v^T \cdot (A(\sum_{i=1}^{\mu} \lambda_i x_i) + c) = \sum_{i=1}^{\mu} (v^T A x_i) \lambda_i + v^T c\). Clearly, Formula (10) can be converted to the following standard linear programming problem,

\[
\begin{align*}
\text{minimize} & \quad \text{Obj}(\bar{\lambda}) > 0 \\
\text{subject to} & \quad \sum_{i=1}^{\mu} \lambda_i = 1, \\
& \quad \lambda_i \geq 0.
\end{align*}
\]

(11)

The constraints \(\{\sum_{i=1}^{\mu} \lambda_i = 1, \lambda_1 \geq 0, \ldots, \lambda_{\mu} \geq 0\}\) characterize a feasible region \(\text{Reg}\). Also, it is not difficult to see that \(\text{Reg}\) is a simplex that has the vertices \(e_1, \ldots, e_{\mu}\), where \(e_i\) denotes the vector with a 1 in the \(i\)-th coordinate and 0’s elsewhere. It is well known that if the feasible region \(\text{Reg}\) is bounded, then the optimal solution is always one of the vertices of \(\text{Reg}\). Therefore,

\[
\begin{align*}
\text{minimize} & \quad \text{Obj}(\bar{\lambda}) \triangleq \min(\{\text{Obj}(e_i)\})_{i=1}^{\mu},
\end{align*}
\]

where \(\text{Obj}(e_i) = v^T A x_i + v^T c\). Thus, to obtain \(\text{Obj}(\bar{\lambda})_{\min}\) is equivalent to find the minimum value of \(\{\text{Obj}(e_1), \ldots, \text{Obj}(e_{\mu})\}\). Because \(v\) is regarded as parameter in (10) and (11), \(\text{Obj}(e_i)\)’s are all linear homogenous polynomials in \(v\) with constant coefficients \((A x_i + c)^T\). Therefore, to find the minimum value of \(\{\text{Obj}(e_i)\})_{i=1}^{\mu}\) and guarantee that its minimum value is positive, there will be \(\mu\) cases to consider,

\[
\text{Ineq}_{(1)}^{\text{min}} \triangleq \left( \land_{j \neq i} \text{Obj}(e_j) \geq \text{Obj}(e_i) \right) \land \text{Obj}(e_i) > 0,
\]
for $i = 1, \ldots, \mu$. Furthermore, since the inequalities in $\text{Ineq}_i^{(1)}$ are all linear homogenous polynomials in $v$, $\text{Ineq}_i^{(1)}$ can be rewritten as $\text{Ineq}_i^{(1)} \triangleq \tilde{D}_i v \triangleright 0$. And let $S_i = \{v \in \mathbb{R}^\nu : \tilde{D}_i v \triangleright 0\}$ and set $t_i = \mu$. Then we have $T_{(1)} = \bigcup_{i=1}^\mu S_i$. Consider Formula (2). Since $\forall x \in \Omega \Rightarrow v^T \cdot G(x) < 0$ is equivalent to $\forall x \in \Omega \Rightarrow (-v)^T \cdot G(x) > 0$, $G(x) > 0$, we can directly construct $\text{Ineq}_i^{(2)}$ by replacing $v$ in $\text{Ineq}_i^{(1)}$ with $-v$, i.e., $\text{Ineq}_i^{(2)} \triangleq -\tilde{D}_i v \triangleright 0$, for $i = 1, \ldots, \mu$. Let $S_i^- \triangleq S_{i+1} = \{v \in \mathbb{R}^\nu : -\tilde{D}_i v \triangleright 0\}$ for $i = 1, \ldots, \mu$. Then we have $T_{(2)} = \bigcup_{i=1}^\mu S_i^\mu$. It immediately follows that $S = T_{(1)} \cup T_{(2)} = \bigcup_{i=1}^{2\mu} S_i$. This completes the proof of the theorem. \hfill \square

**Remark 2.** In fact, the proof of Theorem 3 proposes a method to directly construct the desired $S$, if $G(x)$ is affine and $\Omega$ is a bounded, closed and convex polytope with finitely many vertices.

Given two matrices $A, B \in \mathbb{R}^{m \times n}$, we say $A \geq B$, if $A_{ij} \geq B_{ij}$ for all $i = 1, \ldots, m, j = 1, \ldots, n$. It is not difficult to see that if $A \geq B$, then $Av \geq Bv$ for any non-negative vector $v$.

Let $F(x) : \mathbb{R}^n \rightarrow \mathbb{R}^n$ be a polynomial mapping. Let $M(x) = (x^{\alpha_1}, x^{\alpha_2}, \ldots, x^{\alpha_s})^T$ and let $H(x) = M(x) - M(F(x)) = (h_1, \ldots, h_s)^T$. And let $G(x) = (g_1, \ldots, g_\nu)^T = Ax + c$ be an affine Groebner basis for $(\mathcal{H}(x))$. Let $S = \{v \in \mathbb{R}^\nu : v^T \cdot G(x) \neq 0, \forall x \in \Omega\}$. By Theorem 3, we have $S = \bigcup_{i=1}^\mu S_i$. Let $\Omega \subseteq \mathbb{R}^n$ be a bounded, closed and convex polytope with finitely many vertices $x_1, \ldots, x_\mu$. Let $M(x)$ be a polynomial matrix as defined in (8). We now establish the following two results.

**Theorem 4.** With the above notion. Given Program $P \triangleq P(\Omega, F)$, where $F, \Omega$ are defined as above. If there exist nonempty set $S_i = \{v \in \mathbb{R}^\nu : \tilde{D}_i v \triangleright 0\} \neq \emptyset$, $i \in \{1, \ldots, t\}$, and nonzero nonnegative vector $v^* \in \mathbb{R}^\nu$, such that

$$\forall x = \sum_{l=1}^\mu \lambda_l x_l \in \Omega \Rightarrow \tilde{D}_l M^T(x) \geq \sum_{l=1}^\mu \lambda_l \tilde{D}_l M^T(x_l),$$

where $\lambda_l \geq 0$, $\sum_{l=1}^\mu \lambda_l = 1$ and

$$M^T(x_1)v^*, M^T(x_2)v^*, \ldots, M^T(x_\mu)v^* \in S_i,$$

then, Program $P \triangleq P(\Omega, F)$ is terminating over the reals.

**Proof.** By the hypothesis, we have $S \neq \emptyset$ and

$$\forall x = \sum_{l=1}^\mu \lambda_l x_l \in \Omega \Rightarrow \tilde{D}_l M^T(x)v^* \geq \sum_{l=1}^\mu \lambda_l \tilde{D}_l M^T(x_l)v^*,$$

since $v^*$ is a non-negative vector. And by (13), since for $l = 1, \ldots, \mu$, $M^T(x_l)v^* \in S_i$, i.e., $\tilde{D}_l M^T(x_l)v^* \triangleright 0$, we have $\tilde{D}_l M^T(x)v^* \triangleright 0$, i.e., $M^T(x)v^* \in S_i$. By the definition of $S$, we know that $(M^T(x)v^*)^T \cdot G(x) \neq 0$ for any $x \in \Omega$, since $S_i \subseteq S$. 

That is, for all \( x \in \Omega \), \( (M^T(x)v^*)^T \cdot G(x) = (v^*)^T M(x) \cdot G(x) \neq 0 \). Because \( M(x)G(x) = \mathcal{H}(x) \), we have for all \( x \in \Omega \),

\[
(v^*)^T M(x) \cdot G(x) = (v^*)^T \mathcal{H}(x) \neq 0.
\]

Let \( T(x) = (v^*)^T M(x) \). Then, we get \( \{ x \in \mathbb{R}^n : T(x) = T(F(x)) \} \cap \Omega = \emptyset \). It immediately follows that Program \( P \) is terminating by Corollary 1. This completes the proof of the theorem. \( \square \)

Remark 3. Note that to check if Formula (12) holds is equivalent to check if

\[
\forall \lambda. (\bigwedge_{i=1}^\mu \lambda_i \geq 0 \land \sum_{i=1}^\mu \lambda_i = 1 \Rightarrow \widetilde{D}_i M^T \left( \sum_{i=1}^\mu \lambda_i x_i \right) \geq \sum_{i=1}^\mu \lambda_i \widetilde{D}_i M^T(x_i)) , \quad (14)
\]

since \( \Omega \) is bounded convex polytope, and each point in \( \Omega \) can be expressed as a convex combination of the vertices of \( \Omega \) by the properties of bounded convex polytope. In addition, in terms of the definition of \( G \), to check if Formula (13)

holds is equivalent to check if the following semi-algebraic system,

\[
v^* \geq 0 \land v^* \neq 0 \land \widetilde{D}_i M^T(x_1)v^* \triangleright 0 \land \widetilde{D}_i M^T(x_2)v^* \triangleright 0 \land \cdots \land \widetilde{D}_i M^T(x_\mu)v^* \triangleright 0. \quad (15)
\]

has real solutions, where \( \triangleright = (\geq, >)^T \).

Theorem 5. With the above notion. Given Program \( P \triangleq P(\Omega, F) \), where \( F, \Omega \) are defined as above. If the following conditions are satisfied,

\( (a) \mathcal{V}_\mathbb{R}(\mathcal{H}(x)) = \mathcal{V}_\mathbb{R}(F(x) - x) \),

\( (b) \mathcal{H}(\Omega) \subseteq G(\Omega) \),

then Program \( P \triangleq P(\Omega, F) \) is non-terminating over the reals if and only if \( F \) has at least one fixed point in \( \Omega \).

Proof. If \( F \) has fixed points in \( \Omega \), then Program \( P \) is non-terminating. We next show that if \( F \) has no fixed points in \( \Omega \), then Program \( P \) must terminate. First, let \( u = G(x) \). And since \( G(x) \) is an affine Groebner basis of \( \mathcal{H}(x) \), by (8), we have \( \langle \mathcal{H}(x) \rangle = \langle G(x) \rangle \) and \( M(x)G(x) = \mathcal{H}(x) \). This immediately implies that \( \mathcal{V}_\mathbb{C}(\mathcal{H}(x)) = \mathcal{V}_\mathbb{C}(G(x)) \). Hence, \( \mathcal{V}_\mathbb{R}(\mathcal{H}(x)) = \mathcal{V}_\mathbb{R}(G(x)) = \mathcal{V}_\mathbb{R}(F(x) - x) \), according to condition (a). Since \( F \) has no fixed points in \( \Omega \), we have \( 0 \notin G(\Omega) \), where \( G(\Omega) = \{ u = G(x) \in \mathbb{R}^\nu : \text{ for all } x \in \Omega \} \). In addition, since \( G(x) \) is affine and \( \Omega \) is a bounded, closed and convex polytope, \( G(\Omega) \) is also bounded, closed and convex set. By Lemma 3 and the similar arguments presented in the proof of Theorem 1, we know that there must exist a hyperplane \( v^T \cdot u = b \) strictly separates \( 0 \in \mathbb{R}^\nu \) from \( G(\Omega) \subseteq \mathbb{R}^\nu \). That is, \( v^T \cdot u = b \) does not intersect with \( G(\Omega) \). This immediately indicates that the hyperplane \( v^T \cdot u = 0 \) also does not intersect with \( G(\Omega) \). That is, for any \( u \in G(\Omega) \), \( v^T \cdot u \neq 0 \). Therefore, by the definition of \( G(\Omega) \), we have for any \( x \in \Omega \), \( v^T \cdot G(x) \neq 0 \). This suggests that \( S = \cup_{i=1}^\mu S_i \neq \emptyset \). Furthermore, by condition (b), since \( \mathcal{H}(\Omega) \subseteq G(\Omega) \), it immediately follows that \( v^T \cdot \mathcal{H}(\Omega) \neq 0 \) for any \( v \in S \). This implies Program \( P \) is terminating. \( \square \)
Example 3. Consider the termination of the below program.

\[ P_3 : \text{While } 1 \leq x \leq 2 \land 1 \leq y \leq 2 \text{ do} \]
\[ \{ x := -5x - 12; y := 3y - x^2 - 1 \} \]
\[ \text{endwhile} \] \hspace{1cm} (16)

Let \( f_1 = -5x - 12 \) and \( f_2 = 3y - x^2 - 1 \). Define \( \Omega = \{(x, y)^T \in \mathbb{R}^2 : 1 \leq x \leq 2 \land 1 \leq y \leq 2 \} \). Set \( \mathcal{V} = \{(1, 1), (2, 1), (1, 2), (2, 2)\} \) to be a set of all vertices of \( \Omega \). And let \( \mathcal{M}(x) = (x, y)^T \). Then \( \mathcal{H}(x) = \mathcal{M}(x) - \mathcal{M}(F(x)) = (x - f_1, y - f_2)^T \).

First, invoking the command Basis in Maple, we get the Groebner basis of ideal \( \langle \mathcal{H}(x) \rangle \) and the corresponding transformation matrix \( \mathcal{M}(x) \).

\[ G(x) = (-5 + 2y, x + 2)^T, \]
\[ \mathcal{M}(x) = \begin{pmatrix} 0 & 6 \\ -1 & x - 2 \end{pmatrix}. \]

Since each component in \( G \) is affine, \( G(x) \) is an affine Groebner basis. We next check if the hypothesis in Theorem 4 holds. To do this, we first need to compute \( S \).

To compute \( S \) is equivalent to eliminate quantified variables \( x, y \) from the following quantified formula:

\[ \forall x \in \Omega \Rightarrow v_1 \cdot g_1(x) + v_2 \cdot g_2(x) \neq 0. \] \hspace{1cm} (17)

Next, we will check if Formula (12) and Formula (13) hold. According to Remark 3, to check if Formula (12) and Formula (13) hold is equivalent to check if Formula (14) and Formula (15) hold. By computation, we find that when \( i = 3 \), both Formula (14) and Formula (15) hold. Therefore, by Theorem 4, Program \( P_3 \) must terminate over the reals.

4 Conclusion

We have analyzed the termination of single-path polynomial loop programs (S-PLPs). Some conditions are given such that under such conditions the termination of this kind of loop programs over the reals can be equivalently reduced
to computation of real fixed points. In other words, once such conditions are satisfied, an SPLP $P(\Omega, F)$ is not terminating over the reals if and only if $F$ has at least one fixed point in $\Omega$. Furthermore, such conditions can be described by quantified formulae. This enables us to apply the tools for real quantifier elimination, such as RegularChains, to automatically check if such conditions are satisfied.
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